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CMS launches Digital Regulation Hub

Digital regulation is shaping the future of Europe’s economy. Now is the time to prepare.

Read more here









Finding business-focused solutions for you

CMS lawyers work across sectors and borders in more than 40 countries worldwide to deliver advice to you wherever you operate. We see ourselves as more than just legal advisers. We are your business partners. Our focus is on helping you mitigate risk and benefit from innovation, enabling your business or organisation to thrive.

Read more




















01/11/2023

COP28

CMS contributed to the conversations at, and around, COP28 by hosting a series of events to collaborate, debate and look forward. Here, our experts publish soundbites and commentary to share their perspectives on the impacts of the announcements and agreements. 
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War in Ukraine

CMS experts are monitoring the events around the war in Ukraine closely. On this page, they share their insights on the legal and commercial implications for businesses. Our goal is to provide a reliable and up-to-date source of information for anyon
















07/03/2024

CMS Expert Guide to renewable energy

The Renewables Sector is now many decades old and considered a mature investment sector by many. Yet the issues it faces continue to evolve and grow at pace with the evolution and growth of the sector itself. Some of the issues emanate from broad geo



Expert Guide 
Energy & Climate Change



























Feed




.


















16/04/2024


Cross-border Financial Services 2024 webinar series

We're delighted to announce the launch of our third season of international webinars focusing on financial regulation, starting on 13 March 2024. Whether you are an in-house lawyer, compliance officer, financial analyst, risk manager, or any other professional concerned with maintaining the integrity of your organisation's financial practices, this series offers succinct 20-30 minute overviews of key industry trends and regulatory concerns across multiple jurisdictions. If you have any additional topics that you would like us to add or address at one of the webinars, please contact us. Upcoming Webinars: 13 March: Spotting and avoiding red flags 
What are the warning signals from firms that regulators act on?  How can you spot and address them before the regulator pounces?16 April: Handling a regulatory investigation 
How a firm can understand the regulator’s concerns and manage the investigation process.8 May: Financial crime 
Sanctions, money laundering, market abuse and fraud - what are the key issues in your jurisdiction and what are the regulators focusing on.5 June: Preparing for a regulatory visit 
How the banking regulator assesses a firm’s systems and controls: what to prepare and what to look out for.3 July: Handling a challenging application 
Your application for a licence, product approval or change in control is meeting with regulatory resistance.  How can you surmount these challenges?31 July: Dawn Raids 
Unannounced regulator visits are on the increase.  We look at what triggers a dawn raid, your rights if one happens, and how best to manage the consequences.4 September: Navigating the global ESG landscape
Is the regulatory reporting jigsaw puzzle causing more harm than good? We will provide an overview of the main cross-border issues impacting global financial institutions as they seek to manage ever expanding ESG regulations and discuss whether these rules are helping or hindering the action we need for change. The language of the webinar will be English.
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22/03/2024


EU Competition Law Briefings 2024

The EU Competition Law Briefings have been created to provide a platform for our clients and other competition law experts to stay up to date on the developments of EU Competition Law. Every month CMS competition experts will present a recent case by the EU Commission or Community Courts during a webinar.
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15/03/2024

Codes of conduct, confidentiality and penalties, delegation of power and...

Codes of conduct (Currently Title IX, Art. 69)In order to foster ethical and reliable AI systems and to increase AI literacy among those involved in the development, operation and use of AI, the new AI Act mandates the AI Office and Member States to promote the development of codes of conduct for non-high-risk AI systems. These codes of conduct, which should take into account available technical solutions and industry best practices, would promote voluntary compliance with some or all of the mandatory requirements that apply to high-risk AI systems. Such voluntary guidelines should be consistent with the EU values and fundamental rights and address issues such as transparency, accountability, fairness, privacy and data governance, and human oversight. Furthermore, to be effective, such codes of conduct should be based on clear objectives and key performance indicators to measure the achievement of these objectives. Codes of conduct may be developed by individual AI system providers, deployers, or organizations representing them and should be developed in an inclusive manner, involving relevant stakeholders such as business and civil society organisations, academia, etc. The  European Commission will assess the impact and effectiveness of the codes of conduct within two years of the AI Act entering into application, and every three years thereafter. The aim is to encourage the application of requirements for high-risk AI systems to non-high-risk AI systems, and possibly other additional requirements for such AI systems (including in relation to environmental sustainability).
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15/03/2024

CMS Real Estate Data Centre Consenting in Netherlands

1. Do you have to enter into a form of agreement with the local authority/municipality when applying for consent for a data centre in your jurisdiction? In cases where a zoning plan amendment for a new...
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15/03/2024

Real estate finance law in Netherlands

A. Mortgages 1. Can security be granted to a foreign lender? Yes, a mortgage can be granted to a foreign lender. 2. Can lenders take a mortgage over land and buildings on the land? Yes, lenders can take...
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14/03/2024

CMS rankings in Chambers Europe 2024

The latest Chambers Europe rankings are out now. We are pleased to announce that CMS in the Netherlands has yet again earned excellent rankings. We thank our clients for putting their trust in us and...
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14/03/2024

Governance and post-market monitoring, information sharing, market surveillance

Governance (Currently Title VI, Art. 55b-59)The AI Act establishes a governance framework under Title VI, with the scope of coordinating and supporting its application on a national level, as well as build capabilities at Union level and integrate stakeholders in the field of artificial intelligence. The measures related to governance will apply from 12 months following the entry into force of the AI Act. To develop Union expertise and capabilities, an AI Office is established within the Commission, having a strong link with the scientific community to support its work which includes the issuance of guidance; its establishment should not affect the powers and competences of national competent authorities, and bodies, offices and agencies of the Union in the supervision of AI systems. The newly proposed AI governance structure also includes the establishment of the European AI Board (AI Board), composed of one representative per Member State, designated for a period of 3 years. Its list of tasks has been extended and includes the collection and sharing of technical and regulatory expertise and best practices in the Member States, contributing to their harmonisation, and the assistance to the AI Office for the establishment and development of regulatory sandboxes with national authorities. Upon request of the Commission, the AI Board will issue recommendations and written opinions on any matter related to the implementation of the AI Act. The Board shall establish two standing sub-groups to provide a platform for cooperation and exchange among market surveillance authorities and notifying authorities on issues related to market surveillance and notified bodies. The final text of the AI Act also introduces two new advisory bodies. An advisory forum (Art. 58a) will be established to provide stakeholder input to the European Commission and the AI Board preparing opinions, recommendations and written contributions.A scientific panel of independent experts (Art. 58b) selected by the European Commission will provide technical advice and input to the AI Office and market surveillance authorities.
The scientific panel will also be able to alert the AI Office of possible systemic risks at Union level.
Member States may call upon experts of the scientific panel to support their enforcement activities under the AI Act and may be required to pay fees for the advice and support by the experts. Each Member State shall establish or designate at least one notifying authority and at least one market surveillance authority as national competent authorities for the purpose of the AI Act. Member States shall ensure that the national competent authority is provided with adequate technical, financial and human resources and infrastructure to fulfil their tasks effectively under this regulation, and satisfies an adequate level of cybersecurity measures. One market surveillance authority shall also be appointed by Member States to act as a single point of contact.
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13/03/2024

General purpose AI models and measures in support of innovation

General purpose AI models (Currently Title VIIIA, Art. 52a-52e)The AI Act is founded on a risk based approach. This regulation, intended to be durable, initially wasn’t associated to the characteristics of any particular model or system, but to the risk associated with its intended use. This was the approach when the proposal of the AI Act was drafted and adopted by the European Commission on 22 April, 2021, when the proposal was discussed at the  Council of the European Union on 6 December, 2022. However, after the great global and historical success of generative AI tools in the months following the Commission’s proposal, the idea of regulating AI focusing only on its intended use seemed then insufficient. Then, in the 14 June 2023 draft, the concept of “foundation models” (much broader than generative AI) was introduced with associated regulation. During the negotiations in December 2023, some additional proposals were introduced regarding “very capable foundation models” and “general purpose AI systems built on foundation models and used at scale”. In the final version of the AI Act, there is no reference to “foundation models”, and instead the concept of “general purpose AI models and systems” was adopted. General Purpose AI models (Arts. 52a to 52e) are distinguished from general purpose AI systems (Arts. 28 and 63a). The General Purpose AI systems are based on General Purpose AI models: “when a general purpose AI model is integrated into or forms part of an AI system, this system should be considered a general purpose AI system” if it has the capability to serve a variety of purposes (Recital 60d). And, of course, General Purpose AI models are the result of the operation of AI systems that created them.“General purpose AI model” is defined in Article 3.44b as “an AI model (…) that displays significant generality and is capable to competently perform a wide range of distinct tasks regardless of the way the model is placed on the market and that can be integrated into a variety of downstream systems or applications”. The definition lacks quality (a model is “general purpose” if it “displays generality”1Recital 60b contributes to clarify the concept saying that “generality” means the use of at least a billion of parameters, when the training of the model uses “a large amount of data using self-supervision at scale”. footnote) and has a remarkable capacity for expansion. Large generative AI models are an example of General Purpose AI models (Recital 60c). The obligations imposed to providers of General Purpose AI models are limited, provided that they don’t have systemic risk. Such obligations include (Art. 52c) (i) to draw up and keep up-to-date technical documentation (as described in Annex IXa) available to the national competent authorities, as well as to providers of AI systems who intend to integrate the General Purpose AI system in their AI systems, and (ii) to take some measures in order to respect EU copyright legislation, namely to put in place a policy to identify reservations of rights and to make publicly available a sufficiently detailed summary about the content used. Furthermore, they should have an authorised representative in the EU (Art. 52ca). The most important obligations are imposed in Article 52d to providers of General Purpose AI models with systemic risk. The definition of AI models with systemic risk is established in Article 52a in too broad and unsatisfactory terms: “high impact capabilities”. Fortunately, there is a presumption in Article 52a.2 that helps: “when the cumulative amount of compute used for its training measured in floating point operations (FLOPs) is greater than 10^25”. The main additional obligations imposed to General Purpose AI models with systemic risks are (i) to perform model evaluation (including adversarial testing), (ii) to assess and mitigate systemic risks at EU level, (iii), to document and report serious incidents and corrective measures, and (iv) to ensure an adequate level of cybersecurity. Finally, an “AI system” is “an AI system which is based on a General Purpose AI model, that has the capacity to serve a variety of purposes” (Art. 3.44e). If General Purpose AI systems can be used directly by deployers for at least one purpose that is classified as high-risk (Art. 57a and Art. 63a), an evaluation of compliance will need to be done.
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13/03/2024

Crypto Tax Legislation & Law in the Netherlands

1. Is there a specific legislation issued for the taxation of crypto-assets or do general national tax law principles apply because the tax legislator has not regulated this so far? In the Netherlands...
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12/03/2024


Revised European Commission Notice on the definition of the relevant market...

On 8 February 2024, the Commission adopted its revised Notice on the definition of the relevant market for the purposes of Union competition law. The objective of this Notice, which was the subject of...
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12/03/2024


After EU Commission's first decision on Carbon Contracts for Difference,...

The European Commission approved the first Carbon Contracts for Difference (CCfD) scheme under the new Guidelines on State aid for climate, environmental protection and energy 2022 (CEEAG).Following the...
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12/03/2024

Prohibited AI practices and high-risk AI systems

Prohibited Artificial Intelligence practices (Currently Title II, Art. 5) 1. Introduction to the unacceptable risk category Article 5 categorises certain AI technologies as posing an “unacceptable risk” (Unacceptable Risk). Unlike other risk categories outlined in the AI Act, the use of AI technologies that fall within this category is strictly prohibited ("Prohibited AI Systems"). It is therefore necessary to distinguish between:those technologies that are clearly prohibited; andthose AI applications that are not clearly prohibited but may involve similar risks. The most challenging problem in practice is to ensure that activities, which are not prohibited, do not become Unacceptable Risk activities and therefore prohibited. 2. Unacceptable Risk: Prohibited AI practices Article 5 explicitly bans harmful AI practices: The first prohibition under Article 5 addresses systems that manipulate individuals or exploit their vulnerabilities, leading to physical or psychological harm. Accordingly, it would be prohibited to place on the market, put into services or use in the EU:AI systems designed to deceive, coerce or influence human behaviour in harmful ways; andAI tools that prey on an individual’s weaknesses, exacerbating their vulnerabilities. The second prohibition covers AI systems that exploit these vulnerabilities, even if harm is not immediate. Examples include:AI tools that compromise user privacy by collecting sensitive data without consent; andAI algorithms that perpetuate bias or discrimination against certain groups. The third prohibition focuses on the use of AI for social scoring. Social scoring systems assign scores to individuals based on their behaviour, affecting access to services, employment or other opportunities. Prohibited practices include:AI-driven scoring mechanisms that lack transparency, fairness or accountability; andSystems that discriminate based on protected characteristics (e.g. race, gender, religion). The fourth prohibition covers biometric real-time identification in publicly accessible spaces for law enforcement purposes. This includes:AI systems that identify individuals without their knowledge or consent; andContinuous monitoring of people’s movements using biometric data. 3. Clearly listed: Best practices and compliance Transparency and accountability are essential in complying with the prohibitions under Article 5. Firms using AI must design and continuously test systems, be transparent about their intensions and avoid manipulative practices. They should also disclose AI systems functionality, data usage, and decision-making processes. Companies should conduct thorough impact assessments to identify unintended vulnerabilities and implement specific safeguards to prevent exploitation. This should form part of assessments of AI systems to understand their impact on individuals and society. Companies should develop clear guidelines for scoring systems to prevent the development of social scoring characteristics, and prioritise ethical design, fairness and non-discrimination. Privacy impact assessments should be pursued to ensure compliance with the various prohibitions. In particular, firms should be very careful using any real-time identification systems. In all cases, companies should maintain comprehensive records of AI system design, training, and deployment. Any critical decision made by AI systems should be overseen by a human. 4. Not clearly listed: Categorisation Unacceptable Risk AI systems cover systems that are deemed inherently harmful and are considered a threat to human safety, livelihoods, and rights In contrast, high-risk AI systems cover systems designed to be applied to specific use cases, including using AI for hiring and recruitment that may cause harm but are not inherently harmful. High risk AI systems are legal, but subject to important requirements under the AI Act. It is therefore crucial to determine the difference between high risk and unacceptable risk AI systems. In essence, any high risk activity can escalate to Unacceptable Risk under the following circumstances:Bias and Discrimination: if AI perpetuates bias or discriminates against protected groups. Privacy Violations: when AI systems compromise user privacy or misuse sensitive data. Psychological Harm: if AI manipulates individuals, causing psychological distress. AI systems that are able to perform generally applicable functions and are able to have multiple intended and unintended purposes (being General Purpose AI models) are not inherently prohibited under the AI Act, but must be used with care since in certain scenarios they lead to Unacceptable Risk activities. To assess whether a General Purpose AI Model poses an Unacceptable Risk, it is necessary to consider the context in which the model operates. If it influences critical decisions (e.g. hiring, credit scoring), perpetuates bias or discriminates, compromises user privacy (e.g. by collecting sensitive data without consent), the risk increases, and the model may need to be adapted. 5. Best practice and compliance While the AI Act provides examples of explicit prohibitions under the AI Act, it cannot cover all possible situations as the technology is, through updated versions and by definition, constantly evolving. As a guide, legal and compliance teams should ask the following questions when considering high- risk AI systems:Risk assessment:What is the evidence that the categorisation of the AI application is minimal, limited, high or Unacceptable Risk?Does the application in any circumstances use or act on sensitive data or influence critical decisions?Contextual analysis:Does the application operate in a sector that has a presumption of increased risk, for example, (a) financial services, or (b) healthcare?In what ways does the deployment of the application impact (a) individuals, and (b) society?Specific criteria:Can any decisions of the application be considered to give rise to manipulation, exploitation, discriminatory scoring, or biometric identification?Does the application operate or have access to data that could give rise to the exploitation of subliminal techniques or vulnerabilities related to protracted characteristics, such as age or disability?Transparency and Documentation:In what ways is the AI system transparent about its inherent functioning and decision-making?In what ways does the user’s documentation of the design, training and deployment of the application demonstrate compliance with the various rules? 6. Conclusion Unacceptable Risk AI activities are those practices that pose inherent harm to people and are strictly forbidden under the AI Act. The potential for reputational damage and regulatory sanctions serve as strong deterrents for firms to avoid breaching these provisions of the AI Act. It is essential for companies to take proactive measures to ensure compliance and prevent harm to individuals and society.
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Our people

Our cross-border teams understand the details of your business and the environment you work in.
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More information 

We are CMS, one of the biggest law firms in the world, with more than 70 offices in over 40 countries. We combine in-depth knowledge of the Dutch market, which we have been serving for over a century, with a global network and perspective.  




Show Netherlands profile











Expertise 




International Desks 








	

Administrative Law


	

Antitrust, Competition & Trade


	

Banking & Finance


	

Commercial


	

Consumer Products


	

Corporate/M&A


	

Dispute Resolution


	

Employment & Pensions


	

Energy & Climate Change


	

ESG - Environmental, Social & Governance


	

Funds


	

Hotels & Leisure


	

Infrastructure & Projects


	

Insolvency & Restructuring


	

Insurance


	

Intellectual Property


	

Life Sciences & Healthcare


	

Mobility


	

Public Procurement


	

Real Estate


	

Tax


	

TMC - Technology, Media & Communications







	

China


	

German Desk


	

Turkey














Back to menu
Back to Expertise
Administrative Law




Administrative Law




Show Administrative Law













Back to menu
Back to Expertise
Antitrust, Competition & Trade




Antitrust, Competition & Trade




Show Antitrust, Competition & Trade



	

Abuse of dominance


	

Cartel investigations


	

Compliance


	

Dawn Raid


	

Digital markets


	

Export control and sanctions


	

Foreign investment screening


	

Foreign subsidies control


	

General EU law


	

Horizontal agreements


	

Merger Control


	

Private enforcement


	

Regulatory


	

State aid


	

Unfair trading practices (UTP)


	

Vertical agreements












Back to menu
Back to Expertise
Banking & Finance




Banking & Finance




Show Banking & Finance



	

Financial Services


	

Transactional Banking












Back to menu
Back to Expertise
Commercial




Commercial




Show Commercial



	

Compliance


	

Consumer Law


	

Distribution & Franchising


	

General Conditions


	

Innovation & start-ups


	

Transport Law












Back to menu
Back to Expertise
Consumer Products




Consumer Products




Show Consumer Products



	

Product Liability












Back to menu
Back to Expertise
Corporate/M&A




Corporate/M&A




Show Corporate/M&A



	

Company Law


	

Corporate Governance


	

Corporate Litigation


	

Equity Capital Markets


	

Joint ventures & Strategic alliances


	

Mergers & Acquisitions


	

Private Equity












Back to menu
Back to Expertise
Dispute Resolution




Dispute Resolution




Show Dispute Resolution



	

Alternative Dispute Resolution


	

Arbitration












Back to menu
Back to Expertise
Employment & Pensions




Employment & Pensions




Show Employment & Pensions



	

Employment Law


	

Expats


	

Pensions


	

Work and Security Act












Back to menu
Back to Expertise
Energy & Climate Change




Energy & Climate Change




Show Energy & Climate Change













Back to menu
Back to Expertise
ESG - Environmental, Social & Governance




ESG - Environmental, Social & Governance




Show ESG - Environmental, Social & Governance



	

Clean Energy, Environment & Climate Change


	

Governance, Risk & Compliance - GRC International


	

Social / Human rights


	

Sustainable Finance












Back to menu
Back to Expertise
Funds




Funds




Show Funds













Back to menu
Back to Expertise
Hotels & Leisure




Hotels & Leisure




Show Hotels & Leisure













Back to menu
Back to Expertise
Infrastructure & Projects




Infrastructure & Projects




Show Infrastructure & Projects



	

Public Private Partnerships












Back to menu
Back to Expertise
Insolvency & Restructuring




Insolvency & Restructuring




Show Insolvency & Restructuring



	

Insolvency


	

Moratorium on payment


	

Recovery


	

Restructuring


	

WHOA












Back to menu
Back to Expertise
Insurance




Insurance




Show Insurance













Back to menu
Back to Expertise
Intellectual Property




Intellectual Property




Show Intellectual Property













Back to menu
Back to Expertise
Life Sciences & Healthcare




Life Sciences & Healthcare




Show Life Sciences & Healthcare



	

E-Health


	

Medical Devices and Diagnostics


	

Novel Food (incl. Cannabis/CBD)


	

Pharmaceuticals












Back to menu
Back to Expertise
Mobility




Mobility




Show Mobility



	

Automotive


	

Public transport & Passenger transport


	

Transport & Logistics












Back to menu
Back to Expertise
Public Procurement




Public Procurement




Show Public Procurement













Back to menu
Back to Expertise
Real Estate




Real Estate




Show Real Estate



	

Agricultural sector


	

Construction


	

Corporate Real Estate


	

Exploitation of Real Estate


	

Planning & Development/Environment


	

Real Estate Development


	

Sustainability












Back to menu
Back to Expertise
Tax




Tax




Show Tax



	

Corporate Tax


	

International Tax


	

Real Estate Taxation


	

Tax Litigation


	

VAT












Back to menu
Back to Expertise
TMC - Technology, Media & Communications




TMC - Technology, Media & Communications




Show TMC - Technology, Media & Communications



	

Blockchain & Smart Contracts


	

Data Protection & Privacy


	

Sport


	

Telecoms


















Back to menu
Careers




	
Working for CMS

	
Your Application

	
CMS Job Opportunities













Back to menu
About CMS




	
About us

	
Awards & Rankings

	
Responsible Business






Corporate Video





CMS Next












Back to menu
Locations



Office locations

	

Amsterdam


	

Brussels - EU Law Office






Show all 










Back to menu
News





Latest news

	
CMS rankings in Chambers Europe 2024

	
CMS’ international capabilities recognised in Chambers Global 2024

	
CMS assists Gelderburg B.V. and STAK BHCA with the sale of BHCA B.V.











Types 


Show all 





	

News232


	

Deals266


	

Press releases1






Press












Back to menu
Publications








Latest 




Recommended 









	
Codes of conduct, confidentiality and penalties, delegation of power and committee procedure, final provisions

	
Governance and post-market monitoring, information sharing, market surveillance

	
General purpose AI models and measures in support of innovation









	

Open secrets? Guarding value in the intangible economy


	

COP28
















Types 


Show all 





	

Publications 801


	

CMS guides 92


	

CMS Expert Guides
115


	

Newsletters 26


	

Law-Now 1498


	

Brochures 45


	

Bankruptcies 372
















Back to menu
Insight








Netherlands





International 











Show all 






	

GDPR


	

Brexit


	

Coronavirus (COVID-19)


	

FinTech


	

MDR


	

Trade secrets and their protection














Show all 






	

5G


	

Artificial Intelligence


	

Brexit


	

Carbon Border Adjustment Mechanism (CBAM)


	

Companies and Associations: New Code


	

Corporate restructuring under the German StaRUG-Scheme


	

COVID-19: The new normal?


	

Crypto, FinTech & Digital Assets


	

Data Driven Disputes


	

Data Law


	

Deal Deliberations


	

Digital Assets


	

Digital Platforms


	

Digital Regulation


	

Digital Transformation


	

e-Privacy


	

Ecological Transition


	

ESG Reporting


	

Esports and Videogames


	

EU Mandatory Disclosure Regime (MDR)


	

Fintech


	

Future Facing Disputes


	

GDPR


	

Gender Pay Equality


	

Hydrogen


	

Legal Tech


	

MDR


	

Rebound and Remodel


	

Start-ups


	

Sustainability


	

Sustainable Investment


	

Trade secrets and their protection


	

Unified Patent Court


	

War in Ukraine


	

Whistleblower Protection






















Back to menu
Social media




Follow us

	

Go to LinkedIn








	

Go to Instagram






























